An Internet-based Tool for Accessing and Processing the Southern San Andreas (B4) LIDAR / ALSM Dataset
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® LIDAR / ALSM generates massive data volumes - billions of returns are not OVERVIEW: Search radius = grid resolution * sqrt(2) Search radius = grid resolution
uncommon in these data sets. — e ,

e Using GEON cyberinfrastructure we have developed an internet-based LIDAR distribution and processing (DEM and derived product We have recently implemented a

- new local binning algorithm for
generatlon). DEM generation in the GLW.

® Processing and analysis of these data requires significant computing resources
not available to most geoscientists.

e Geoscience users typically work with digital elevation models (DEMSs) Features: The algorithm utilizes the
generated from the LIiDAR point cloud data. However, DEM generation from = _ _ _ _ elevation information from the | |t
these data challenges typical GIS / interpolation software. = Spatial and attribute based queries on raw LIDAR point cloud data. points inside of a circular search T R e

- our tests Indlcate that ArCGIS’ Matlab and Slml|al’ Software paCkageS . - - - . - - - e o e ey grid area = 1 and search area = 6.2832 and search radius =1.4142 grid area = 1 and search area = 3.1416 and search radius =1
TG 6 (T8 e GYer 2 Sl | peien of iiess deik. = |_ocal binning or S_plme mte_rpolatlon to Digital Elevation Model (DEM). area with Jset rl)ooints, radis,
= User control over lnterpolatlon parameters.

are computed for each node in a

® | IDAR data are Often_vaUired as a Community Fresource (e.g_. GEOEarthSCODE). - Slope aSpeCt and proflle curvature (pcurv) derlved prOdUCtS g”d 1) the minimum. 2) . Selarch radille=grid Iresolutior?*sqrt(2)|/2 - | §earch areas constant
Because of the large size of these datasets, a novel approach is necessary to ’ maximum, 3) mean, and 4) inverse | |

facilitate community access to both the data as well as processing resources. = Download of of products in TIFF (with world file), ASCII and ESRI Arc ASCII (Arc GRID) formats. distance weighted mean of the

_ _ = Visualization of data products via web browser window or in 3D via Fledermaus free viewer 1View3D (under development) and local points, and 5) the number of
The B4 Project: LIDAR coverage of the Southern San Andreas and San our own OpenGL-based tool "LVIZ". points (density in the search area).

' .- . . : : : : _ If the number of points in the
Jacinto fault__zon? - = Job monitoring and archiving - including user-defined job name and description search radius is Or,)the node is

assigned a null value. T

grid area = 1 and search area = 1.5708 and search radius =0.70711 grid area = 1 and search area = 1 and search radius =0.56419
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SAF SEGMENT

o f e | . » IMPLEMENTATION: PEREORMANCE:
P 3 * The GEON LIDAR workflow utilizes the Kepler System (kepler-project.org) to integrate heterogeneous local and remote tools in a The GRASS spline algor'ithm mplemented in the GLW is compute-intensive with large (millions of points)

single Interface: datasets taking tens of minutes to hours to complete. The local binning algorithm offers approximately 100 times

O Web and Grid services = Remote tools via SSH, SCP and GridFTP bettgr performance thgr] the spline. For large grids that exceed mgin memory on the compute _node, an out of-core
version of the code utilizes secondary storage to process the data in segments. A parallel version of the out of-core

SAFS’ETMENTH: vt'_ -. s ; T - GIS SerViceS (G RASS Open Source GIS) and - Relational and Spatia.l databaSeS (Da.taSta.r Terascale MaChine at code is under deve|opment and should be available via the GLW in the near future.
LA SEOMENT € [ g i Y Local Binning Algorithm. San Diego Supercomputer Center)
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SDSC DISTRIBUTED RESOURCE CONFIGURATION:

SAN DIEGO SUPERCOMPUTER CENTER
LiDAR / ALSM Data Processing with GEON Cyberinfrastructure

Welcome to the GEON LiDAR / ALSM processing page. This site was developed as an end-to-end solution for the X
distribution, interpolation and analysis of LIDAR / ALSM point data. This tool capitalizes on cybennfrastructure .

developed by GEON as part of its effort to develop information technology for the Geosciences. The goal of this Point
project is to provide a web-based toolset that can democratize access to these rich and computationally challenging Data |_|

data sets.
e = 10K 100K M 2.8M 54M  9.78M  16M 96M
= point cloud size point cloud size

time (seconds)

This page offers access to LiDAR. point cloud data of the Dragon's

Back portion of the San Andreas Fault acquired by the National E _
Center for Airborne Laser Mapping (NCALM) through funding from g S 3 D B 2 DATASTAR @ S D S C

Z i ’% g | the National Science Foundation (NSF) as part of the "B4 Project”. Vs al-heh -y '
0 1530 &0 0 120 Kiometer 7 A s | i e i ot EXAMPLES:
Selection RIGHT: Figure showing the number of LIDAR returns per

- " - - - - ive spatial selecti iD Coord. search area for a portion of the B4 dataset in the Carizo Plain
e Acquired "to obtain pre-earthquake imagery necessary to determine near-field ground Interactive spatial selection of LIDAR data _, : :
a P g gery y J e 3 et ‘ near the Dragon's Back. For this 1 m DEM, a search radius of

deformation after a future large event (hence the name B4), and to support tectonic i L 7 W e evase el A LS8 i, 1N
and paleoseismic research™ (Bevis et al. 2005). " < ASU compute the heterogeneous LiDAR return distribution due to swath

: : ke J _. o = node overlaps and changes in plane orientation. LiDAR return

® \/ery high-res. dataset supporting DEM generation at 25-50 cm. As a result of return L R \5 concentraions vary from 1 to 20 per search area. This grid was

: . : : . . ur g _ XML i — e N A . :
density and geographic extent the dataset is massive, containing ~15 billion returns. - | processing Web Service Manager Program : produced from ~4.7 million LiDAR points.

—/
=

o : : : e S R Gl PORTLET @ SDSC BELOW: Four hillshaded 1m DEMs for the same area as
Large demand from user community for access to B4 DEMSs at various resolutions. 5, W ASU PoP NODE ASU compute shown at right. All four DEMs are produced by the local
o A \ y e binning algorithm implemented in the GLW. The local binning
approach works well when the DEM resolution is greater than
; . s the LIDAR return spacing. When the DEM resolution
1l | 3| approachs the shot spacing, a large search radius or an
i L interpolation algorithm (e.g. spline) must be used to avoid

: _ ‘_ = R =it numerous null values.
LiDAR point cloud raster data GLOBAL MAPPER @ SDSC [ 7 Vot SN T e e

Data selection coordinates

_ ( (
Spatially enabled o o
MinX (6207117.0 MinY [1951306.0
database MaxX |6207459.0 MaxY (19519910 " - " )
ASU GEON node "Agassiz"- six 2.8 Ghz Intel Xeon

Classification processors w/ 2 GB RAM per CPU. Running Linux
("Rocks" based on Red Hat 7.3). 2.5 TB of storage. All

B - Blunder

Spatial and attribute based queries —> Y- Yogeion are  made available via the GEON Grid

Interactive web-based Interface: e G- Grownd GEON participating |nst|tut|ons_ have similar resources that
Engine .

| Validate

N

Data artifact &  Interactive vegetation et N e PROPOSED GEON-BASED MODEL FOR ACCESSING AND PROCESSING
/_‘ density evaluation filtering .1_ [1Download raw data (Query result in compressed ASCII File) COMMUN ITY LIDAR DATASETS

DEM Generation via Local Binning Algorithm
o By b
e I SDSC  PIRIEN

SAN DIEGO SUPERCOMPUTER CENTER e R

Int lati '
. '\e;lr;?]gd 2 Product Download Format 'l

[ Min Arc Grd Ascii Grid

DISTRIBUTION AND DOWNLOAD

OMax Arc Grid Ascii Grid

OMean Arc Grid Ascii Gnd

DataStar

chl(i)
E Ca

TeraGrid”

OJDw Arc Grid Ascii Grid

[ Density Arc Grid Ascii Grid

DATA HOSTS / SERVERS

7,

Algorithm Parameters

Grid Resotion (Default=6 ft)

. Enter radius value (Defanf=(\2)/2 *
We b - Resolution}
Browser

‘ DEM Generation via Spline Interpolation Algorithm

RFACE

Data artifact &  Interactive vegetation
density evaluation filtering

DEM and

- i
Dissrved Pradect Product Download Format _'J

PRODUCTS
text file
Ascii GRID
GeoTIFF
LAS —?

JPEG / GIF
Binary GRID

Visualize Download [ I [ Elevation (Spline) KEGET ClASSeR GeoTIFF
i O Slope Arc Grid Ascii Grid GeoTIFF

& USER INTE

NOTE: Process will be i [ Aspect Arc Grid Ascii Grid GeoTIFF
wrapped in an
authentification
protocol that has
already been Algorithm Parameters

. - . developed by GEON.
text file Ascii GRID GeoTIFF LAS Binary GRID JPEG/GIF || 2 Eein e | Grid Resolution (Defanit=6 f)
identified as Guest,

User, or Owner of data
and their permissions

k = workflow pathways currently implemented are set accordingly.

OPCurv Arc Grid Ascil Grid GeoTIFF

VISUALIZATION

PROCESSING & ANALYSIS TOOL KIT

RESOURCE BR

Enter dmin vale (Defauli=1)

Enter spline tension (Default=40)

Enter spline smoothing (Defauli=0.1)

e \\e propose utilizing the ¢ \\e have developed a completely
cyberinfrastructure developed by GEON Internet-based workflow that runs R
to offer online data distribution, DEM on the GEON grid and utilizes
generation, and terrain analysis for large modular web services to complete a e e
LiDAR point cloud datasets. variety of processing and analysis

tasks.

Email Address

YourEmail

e Currently, the southern San Andreas portion (segments SAF1-11) of the B4 dataset
IS available via the GLW, with the Banning and San Jacinto segment to follow
shortly.

MORE INFORMATION:

® By using distributed computing resources, . T
user is able to quickly run multiple jobs e Goal: Create an interactive ES http://www.geongrid.org/science/lidar.html
and compare results. We leave the processing environment for iteration e ARIZONASTATE UNIVERSITY | e, M &l &l Gl & http://lidar.asu.edu
computationally intensive data processing  and exploration of various et i 4 EVE )
to resources available through GEON and  interpolation and processing options. AT it The GLW can be directly accessed by logging into the GEON Portal @ http://www.geongrid.org

offer user downloadable products in Optimize landscape representation BMLMW / (users must register for a free account), then selecting the "GEON Tools" tab and then "LiDAR".
common file formats. based upon application of the data.
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