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® [iDAR / ALSM generates massive data volumes - billions of returns are not OVERVIEW: St e = i resliion & o) S s = ] sl
uncommon 1n these data sets. : B _ _ _ _ _ _
e Using GEON cyberinfrastructure we have developed an internet-based L1IDAR distribution and processing (DEM and derived product We have recently implemented a

® Processing and analysis of these data requires significant computing resources : new local binning algorithm for | | Wallace Creeks to Phelan Creeks To PO(J —.m_Oj Ic and Aerial
not available to most geoscientists. generation). DEM generation in the GLW. - 1 | Photo g q.m_u—q ic data

® Geoscience users typically work with digital elevation models (DEMs) eriiime: The algorithm utilizes the H | o - Prepared by Ramon Arrowsmith (SESE, ASU)
generated from the LiDAR point cloud data. However, DEM generation from - : : : : elevation information from the At U | scomay " Y \ R U e W VL VN
these data challenges typical GIS / interpolation software. = Spatial and attribute based queries on raw L1iDAR point cloud data. points inside of a circular search = =2 4 0 1 = s 4 2 4 o 2 5

i H@MH@ HHHQWO@H@ ﬂwmﬂ >H.OQHmu zmﬁ_m—u mHHQ WWEHMQH. MOWﬁgmﬂa@ @@mem@m : H_‘I\OONWH ,—UWHHHHWHH OH. m _Mbw Wbﬂ@ o_m‘ﬂwcb ﬂo UW Mﬂmﬁ mﬁm/\mﬁwoc zogmﬁ Acmzv area C,\;.‘W user m@OOmeQ Hﬁamﬁm. grid area = 1 and search area = 6.2832 and search radius =1.4142 grid area = 1 and search area = 3.1416 and search radius =1
struggle to interpolate even a small portion of these data. g P P g . From the local points, five values

User control over interpolation parameters. are computed for each node in a
® LiDAR data are often acquired as a community resource (e.g. GeoEarthscope). m_oww aspect and @H,om_o curvature QUOEAQ derived ﬁwomcoﬁm. grid: 1) the minimum, 2)
Because of the large size of these datasets, a novel approach 1s necessary to ’

. : : . 3 d4)1
facilitate community access to both the data as well as processing resources. Download of of products in TIFF (with world file), ASCII and ESRI Arc ASCII (Arc GRID) formats. MMMMWWQ%WMMWMMS owﬂw =

. . Visualization of data products via web browser window or in 3D via Fledermaus free viewer 1View3D (under development) and local points, and 5) the number of
The B4 Project (an exemplary community dataset): our own OpenGL-based tool "LVIZ" points (density in the search area).

LiDAR coverage of the Southern San Andreas and San Jacinto b o d archivi - cludi defined iob d descrinti If the number of points in the
fault zones Job monitoring and archiving - including user-detined job name and description search radius is 0, the node is

assigned a null value. 5 = _ _ _ _ _
S g 2 1 0 1 2 3 4
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e Ee IMPLEMENTATION: .
SAF SEGMENT 11 | 2 PERFORMANCE:

T A p— ;.:o Q_.mOZ L1iDAR workflow utilizes the Kepler System (kepler-project.org) to integrate heterogeneous local and remote tools in a The GRASS spline algorithm implemented in the GLW is compute-intensive with large (millions of points)
g5 . e 4 7 Fe mwsm_m interface: datasets taking tens of minutes to hours to complete. The local binning algorithm offers approximately 100 times

= Web and Grid services » Remote tools via SSH. SCP and GridFTP coao.a performance Em.;._ the spline. For large grids that exceed main memory on the compute .soaoV an out of-core
? version of the code utilizes secondary storage to process the data in segments. A parallel version of the out of-core

TSR s A . ) = (IS services (GRASS Open Source GIS) and = Relational and spatial databases (Datastar Terascale Machine at code is under development and should be available via the GLW in the near future.
SsarseomenT7 |l Ateie - GRS Local Binning Algorithm. San Diego Supercomputer Center)
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Welcome to the GEON LIDAR / AT SM processing page. This site was developed as an end-to-end solution for the
distribution, interpolation and analysis of LIDAR /| ALSM point data. This tool capitalizes on cvbennfrastructure
developed by GEON as part of its effort to develop information technology for the Geosciences. The goal of this
project is to provide a web-based toolset that can democratize access to these rich and computationally challenging _ _

data sets. — 10K 100K 1M 2.8M 5.4M 9.78M 16M 96M
point cloud size point cloud size
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SJF mmm_s ENT I hE~ This page offers access to LIDAR point cloud data of the Dragon's
AR W = Back portion of the San Andreas Fault acquired by the National % D mN _ D>|_|>m|_l>m @ m Dmo
, EXAMPLES:
.w. °

the National Science Foundation (NSF) as part of the "B4 Project”. Tar W, o
The B4 Project has kindly agreed to malee these data available to the == s ASU com UC_HQ

o ‘ sk oty Troafhine RN TR o | node RIGHT: Figure showing the number of LiDAR returns per
o m—oTEIES B PR Selection search area for a portion of the B4 dataset in the Carizo Plain

= Coord.

Interactive spatial selection of LIDAR data .. | % Att = near the Dragon's Back. For this 1 m DEM, a search radius of G N A N @ _ , f(/ff

® Acquired "to obtain pre-carthquake imagery necessary to determine near-field ground ety R 70711 m was used, giving a search area of L5708 m”. Note @, 0 ) g g 4 S i o - i 0.5 m contour interval . N
: . SN, B the heterogeneous Li return distribution due to swat gl y 3 |

deformation after a future large event (hence the name B4), and to support tectonic | b - 2. __ = & i, ) e from 1 m DEM B4 ALSM (¢ AR %//

. : S Iy g ST e el el overlaps and changes in plane orientation. LiDAR return . o . e . o .
and paleoseismic research" (Bevis et al. 2005). 8l SR E e = it p Fo9 I New versions of the classic depiction of the San Andreas Fault in the Carrizo Plain at Wallace Creek
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concentraions vary from 1 to 20 per search area. This grid was 242300 242400 242500 242600 242700 242800 242900 243000 243100 243200

produced from ~4.7 million LiDAR points.

: . : , o gl XML Web Service ———— Manager Program T ..__w_.__._._,”_‘.\ _,
® Very high-res. dataset supporting DEM generation at 25-50 cm. As a result of return f g DN R ST T S A _U _u_ . _ _ _“_J m > Q _H __“ : \_ mmﬂ
density and geographic extent the dataset is massive, containing ~15 billion returns. . Ny T ey T PORTLET @ SDSC s § for the same area as | et oty N T .
i L by i, Ao ASU compute mvoﬁ.\s at Emw.ﬁ >¢ four DEMs are produced by the _oom_. | &, Ty ea _.._”_)_Q uake and earlier | | | |
node binning algorithm implemented in the GLW. The local binning (@ -~ # & &~ - - e et - o . Ry Another way to have the
approach works well when the DEM resolution is greater than | p T & | A ..._._,w..._ W, L _ : S Siree bk foles of S A - e R o Vo DEMs help the tectonic
the LiDAR return spacing. When the DEM resolution _ o W &5 / @ 47 P e LS b e o IC | Ini b S L e R N geomorphologist is to
approachs the shot spacing, a large search radius or an c oy Y i g - - - e - L 3 A7 g offsets is to assume that the S g e T RN produce hydrologically correct
e X no ® . interpolation algorithm (e.g. spline) must be used to avoid . 4 K & . almEsC SRRt R - . | - SRS A e 5 W wat ELES channel was similar in profile on &% T wosis T o fl T R R DEMs (fill pit d th
R :..C KA C,f_._, | R L =4 % o W iy . WESEE . Seigal R o e B et i - ! . e : S T S et AR s (fill pits) and then
\¢ YY § ACAC M B, \, / i : I ; - numerous null values. 2 i a&a> - . A WA Be. gk Y. e AR WS TN - r o ; each side of the ._..mC__”u so Offset ? ‘ o iy ’ - — I s OOBUC#@ n:.m_Dmﬂm <
. P 8 | TE N N . e Al o AP N . T W T . . determination comes from
: : : parameters, such as
LIDAR point cloud  raster data simply matching parallel profiles. contributing area (A). Such
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® [Large demand from user community for access to B4 DEMs at various resolutions.
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database £ Eon—— ASU GEON node "Agassiz"- six 2.8 Ghz Intel Xeon 62 (see above) and extracted a semi-automatically
i Classification processors w/ 2 GB RAM per CPU. Running Linux profile 5 m on each side of the : :
" " : delineating the channel
— ("Rocks" based on Red Hat 7.3). 2.5 TB of storage. All AF trace. The profiles correlate t K d thus the offset
- mﬁwzmﬂmm GEON participating institutions have similar resources that : i @ _ Py : W 5 ; : \ : ; Lk S " . s . best with an offset of 15 m which NEtwork, an 4S e OlISELS.
Interactive web-based Interface: Projection : iy are made available via the GEON  Grid . -2z . f s T S | G e " e P e T S A T I R e AT S 2 » ; . o .
S8 Al s B Sy % 2 J e, TN ¢ AR | - o o o/ Pl e b i, A 25 cm DEMSs from the GLW

distance northing (

| L V. ar. T S A - f =2 Cr4 Vi . ; e . s R . , ; | . . The problem is that this A Wi A sl Ja [ Lot
/ | . | Point Cloud Data Download PROPOSED GEON-BASED MODEL FOR ACCESSING AND PROCESSING [y, ‘48 Vo DT . ", P kA T = e . t s 1 E[PIICEIEN EMEVES e ' i R S Channel 62 comments:
Data artifact &  Interactive vegetation B FiDovwnboad ruw dits (Quesy vesu o compressed ASCITFilS COMMUNITY LIDAR DATASETS: 7 ey Wk Ny _ - AN O Offset stream channel along SAF in Carrizo Plain depicted in 4 cm resolution georectified aerial . . . geomorphological intuition thatis o s5 7 1amees A2 LA P SES ) $ WA 1) Note that the network

\l density evaluation filtering —————— - er iy Wl e . . L ) photo from remote control balloon system draped over 25 cm from B4 survey and GEOn Lidar . . ; typically employed as the i 7 AT delineation is disrupted by the
eneration via 1.oca Inning gorithm o i / .. 45 \ .. oA . ; ..nh. ; F : o
. vegetation in the

Y | Workiow | . observer ponders the subtle .. | |
Y% O m r ¥ 4 : L " > 4 /4 ’ : : : : 2.5891 25892 25893 2.5894 : history of the channel: Was the T a? = = s s e h I h
oy Thng : i r . K S W .. . F &~ distance easting (m) : : T L el s e iy T, o B LR : channel--indicating the need
r<[NSF > znp—.g _W W < i W 4 270y W L Nl 2 Important information about paleoearthquakes is recorded in the meter-scale channel perpendicular to the VS A B - R A S e i 9

argih SR A DIEGO SUPERCONPUTER CENTER | G = i G tectonic geomorphology of fault zones. Such information is available from both the | ~_ corduroy fault trace prior to offset? Has it wq_%mmwmhmﬂ H_wmumm% of
records of offset and from paleoseismic sites which are better understood with ~ been offset more than once?

DataStar ey o e e AR TR Vi 4 T e [T o A Y, S
C P g e p———r g Yy YT e p—— e i i . L about 13 m, which is about 2
s e g TR VI I g il T ALY T enhanced knowledge of geomorphic context. The B4 airborne laser swath mapping (Should have been in this case.)
o % o % T A g% & W MY SR dataset of the topography along the San Andreas Fault (SAF) zone has enabled a
m m m - m m g AT L T o ol ol ISR T ') spectacular new look at the 10s-of-meter scale tectonic geomorphology and is a
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CJIDwW Arc Grid Ascii Grid

[ Density Arc Grid Ascii Grid

DATA HOSTS / SERVERS

elevation (m)

m less than the other
Where is the evidence for
TeraGrid

approaches.
channel development between P
powerful complement to field survey. the first and second offset?

Algorithm Parameters

Grid Resolotion (Default=6 ft}

Channel 63 comments:

1) The channel is well defined

in the hillshade and in the

contributing area

computation.

2) | measured an offset of 19

et @RI offset =150 m m which is in the middle of

GeoTIFF eni SR om [ “p” ] NG T ._ B b gl i = . > ol [N P fai _ _ _ _ _ ROIIAMICEAMY L EAN G ) A PR e P B o the 15-21 m measurements
oy - | . y WL P e M S a, [l M B S 10 5 o 5 10 15 . e L A Wy p

\ LAS I% N . ¥4 Vo o Ad TR V9 s 0 AR T poorai distance along profile(m) g pom i o R from the other methods.

. Enter radius vahie (Defaukt=(+2)/2 * " i | A ¥y % . + o g TR L s B AL o7 — -
s U Recoltion | G _SCYR . s aked o g My NP T L ANy e xplanation Note also the ALSM scanner
Browser DEM Generation via Spline Inerpolation Algorithm | i’ o] ‘7 e oW/ | et N e P 24 e parallel grooving ("corduroy")
9 i " T h from superposition of mislocated
A e swaths. It has an amplitude and
il [JElevation (Spline) | ArcGrid | Ascii Grid GeoTIFF <<m<®_®3©_”3 of 20-50 cm.

k. -

: = =
7 kb o e “mwhr.m%_ rating (after Sieh, 1978)
B, T AN il W T
Gl o0 TN TR excellent

Data artifact &  Interactive vegetation
density evaluation filtering

PRODUCTS
text file

B L IO Y o BB T & excellent/good
o -~ " = = 3 L sipa - I - )

GEBN 1ot

good

Visualize Download

[ Slope Arc Gnd Ascii Grd GeoTIFF

LADAR / ALSM Data Processing with

fair/good

& USER INTERFACE

normalized elevation

O] Aspect Arc Grid Ascii Grid GeoTIFF |

NOTE: Process will be

wrapped in an

authentification

protocol that has Algorithm Parameters
already been

developed by GEON. i Grid Resolution (Default=6 ft)

text file Ascii GRID GeoTIFF LAS Binary GRID JPEG/GIF || Sidvsios s

identified as Guest,
User, or Owner of data
and their permissions

A\ = workflow pathways currently implemented are set accordingly. i|  Enter spline tension (Defauit=40) W oe d 3 i peive Fauts fer U3 a
Enter spline smoothing (Defauft=0.1) 300N S &I S ” a2 : 4 ——  Highways
U B Abstract
— i | LiDAR (Light Distance And Ranging a.k.a. Airborne Laser Swath Mapping—if airborne and Terrestrial Laser
Scanning—if ground-based) is an emerging technology for acquiring high-resolution digital terrain models. Typical
e pt \ 7P RO OO NN i pt : Y i (i e S T, 1 el G T8 s N\, airborne LIDAR surveys sample the ground surface and vegetative cover multiple times per m2 while ground-based
®) hﬁw l— ._.,fm,v ,m.m.. .TM h. P h.,._w,vm,v _HM_MV l— uw,_.,:m. l_, _CH/H umw e 7 Bl ] ) I ol ek P e LiDAR samples at centimeter densities. These data and the associated panchromatic, color, or hyperspectral imag-
R SRl oy L e s e 8 T T £ TN . . . _ L.y, ery that may be collected simultaneously provide unprecedented representations of the earth's surface (topography
. Ocﬁdbﬁ%u the southern San Andreas @OHﬁOb Ammmambﬁm SAF1-1 : of the B4 dataset ._ = _w : : ZmED:mL Science _J.DE:&mE_D: .. ) ._ and <m@.m$=o:v m:mc__:m the study of .:mE@ processes at amn_éo:m not previously possible yet essential for Em.:
. . . . . . B Pt LT - Lo T S NN L it el R B AN e W - appropriate representation. Community-oriented LiDAR acquisition efforts (e.g., GeoEarthscope and NEON) will
1s available via the thu with the wmﬂﬂ_bm and San Jacinto segment to follow - : ST L R A e A Y S g produce datasets with billions of LiDAR returns and terabytes of imagery data. Managing, archiving, distributing,
mUOQ_%. K G s e s TN =i it g i e and processing such data represent a significant computational challenge that can limit the utility of these datasets

%@ “ _ & : MORE INFORMATION: | _ PREL e i \ for scientific users. Based on a prototype system developed in GEON, we propose a national cyberinfrastructure

. . : . 1 Wit _ | . ) . A Y L W \ framework for community LIDAR datasets that would significantly ease access to these datasets by providing
and compare results. We leave the processing environment for iteration ] ARIZONA STATE UNIVERSITY o = = = = = N\:ﬂﬁ.. \\§§§. geon .WE&. Q\%\Mh&&& h.&\&&&\. \:5 N | _ _ | | | I A Z s S L ol internet-based data distribution and processing tools. The architecture we propose capitalizes on a distributed net-
ASTU Active Tectomics Research Group

: : . : : : oot ST TN AT it 75 work of data servers and processing resources that are accessed via a web portal. This distributed network utilizes
OOBGCHmQObm:%. intensive data processing mBQ @Nﬁ_o.ﬂmﬁouw of <m§©¢.m : w mmwﬁaam - H N:,%.\\Nu&aﬁn asu.edu Offsets along the San Andreas Fault in Southern California (Sieh, 1978). The smallest offsets in this modular web services and is seamlessly linked to allow users to interactively access and process regardless of
to resources available Qﬂ.oc,mw GEON and ::Q.@O_Q\SOS and processing options. P : - : group are attributed to the 1857 earthquake. Offsets along the northwestern portion of the Cholame where the data or processing tools are physically located. This framework allows users to select a subset of data,
offer user downloadable pro ducts in O@ﬁEWN e landsc ape repres entation TR — The GLW can U.@ QZ.@Q&% accessed Uu\ _ommEm 58.90 GEON Portal @ Eea—u"\\ﬁﬁi.macjmz&.cﬂm segment were also studied by Lienkaemper. The south central SAF preserves numerous offset @m:m_,mﬁ ﬁmqm_: ::.uam_m as well as derived _uﬁoaco.m.,, <<_.§ Qoommm_.:@ UmﬁmBm.ﬁma they define and to aoéa_oma

. . . Acm@ﬁm must register for a free m—ooosbﬂvu then mm_moﬂbm the "GEON Tools" tab and then "LiDAR". landforms that will be uniformly charaterized in detail with high resolution ALSM. The entire SAF shown and/or visualize their ﬁ.mmc_.ﬁm depending on user mm.mo_:om:o:. The :m:o:.m_ o.vxvmq_::mchoﬁca :m:@zo% for LIDAR
common file formats. based upon application of the data. in this map has been imaged with ALSM. Active faults in yellow from USGS and Vedder and Wallace, presented here both significantly enhances the utility of these data for scientific users as well as provides a clear ex-
1970. ample for distributing and processing computationally challenging community earth science datasets. The GEON

prototype (the GEON LiDAR Workflow) is currently available for use via the GEON Portal (portal.geongrid.org).
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PROCESSING & ANALYSIS TOOL KIT

RESOURCE BR

Enter dmin value (Defauli=1)

® We propose utilizing the e We have developed a completely Email Address
cyberinfrastructure developed by GEON internet-based workflow that runs e il bbbty (o
to offer online data distribution, DEM on the GEON grid and utilizes —
generation, and terrain analysis for large modular web services to complete a o dcition o 50 i
LiDAR point cloud datasets. variety of processing and analysis
tasks.

® By using distributed computing resources,
user 1s able to quickly run multiple jobs @ Goal: Create an interactive
Information about us and the projects we are involved with
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